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1. Introduction
The systematicity debate initially turned on the issue of the best explanation for the systematicity of cognition -then a property taken for granted, so that it barely required anything more than cursory exemplification. Connectionists challenged the idea that a “language of thought” of atomic constituents, plus formal combinatorial rules, was the only (best) approach to account for that claimed property of cognition. In these post-cognitivist times, we rather think that the proper reaction to the Fodor & Pylyshyn's 1988 challenge is to deny that cognition is systematic in general. Systematicity rather seems a property intrinsically dependent upon language, rather than cognition in general, since the typical examples of systematicity are in fact syntax-bound; in addition, when we examine non-verbal cognition, we don't find the kind of systematicity required by the argument. Current post-cognitivist approaches to cognition, which emphasize embodiment and dynamic interaction, in its turn, also challenge the cognitivist assumption that the explanandum that a theory of cognition has to account for includes systematicity as a basic property of cognitive processes.


While the general strategy to claim that cognition is systematic was based on the structural parallels between language and thinking, inferring for thinking what was supposed to be obvious for language, it has also been proposed that the systematicity of cognition can be found in perception -on the understanding that perception is a cognitive process, and one clearly independent of language. In The Language of Thought, Fodor exemplified his general approach to cognition by appealing to three areas of research: language processing, decision making and perception. However, at that time the systematicity as explanandum and the combinatorial structure of representational elements as explanans were not clearly distinguished, and in fact, there was no explicit discussion of whether perception is systematic on the same model -the linguistic one- which was used to claim that cognition is systematic. But the basic idea is reasonably clear: perception is to count as systematic if it can be shown that perceptual capacities come in packs, if having one perceptual capacity involves having some others -just as understanding one sentence is connected to understanding many others. The theory of Marr (1982), which tried to account for perception in terms of basic representations and formal rules to combine and transform them, displayed the same kind of explanatory strategy as that of a combinatorial syntax of representational units, and was taken by Fodor as support for this LOT approach. So, it could be said that a way to support the systematicity of perception is to show that it can be better explained by a version of this classical cognitive architecture.


In this paper, after briefly reviewing our previous arguments against the systematicity of cognition in general, and for a change in the order of dependence between thought and language –so that the systematicity of thought, when it is found, is parasitic on the systematicity of language-, we will discuss the attempt to argue for the systematicity of perception and the contention that it is better explained by a combinatorial syntax of primitive representational units. We will discuss first the example offered to claim that perception is systematic, quite apart from a commitment to Marr's approach to perception: the phenomenon of amodal completion, as presented by Aizawa (this book).  We will argue that it comes short of proving that perception is systematic, because what is claimed to be a pack of interconnected perceptual abilities is better viewed as just one; furthermore,, the best explanation of amodal completion is not in terms of a compositional structure plus inferential processes, because it is a global, emergent, pattern, out of context-dependent interactions. The way it is discussed by Aizawa, moreover, can't sustain the claim that perception is systematic in the required sense, but it is just a version of the standard illustration of cognitive systematicity by propositional interdependencies --those that we claim are language-dependent. 


Next, we will discuss whether there is indeed a way to sustain the claim that perception is in fact systematic. Again, our response will be negative. Our strategy will consist in showing that, in general, it is wrong to try to explain perception in terms of basic representational, language-like, units, plus formal rules of inference over those units. For the classicists, the very existence of an account of this kind was taken as indirect proof that the explanandum was indeed systematic. We agree that if indeed the best explanation available for a given cognitive process were in terms of a classical architecture, then it would be right to expect it to be systematic. However, we will try to show that classical accounts, such as Marr’s, are not the best explanations available. To this end, we will discuss one of the areas where clear apparent systematicity can be found, such as spatial perception (other similar phenomena are viewpoint invariance, or shape generalization). We will challenge a basic assumption of Marr's approach in this regard: that percepts involve an integration within a common spatial representational framework, which has the properties of an Euclidean space. And we will discuss the phenomenon of spatial distortion, to claim that the strategy to account for it in terms of basic representations plus formal inferences is flawed. This discussion will also allow us to show that, while systematic dependencies are not found in perception in general, some robust regularities are central to perception. To account for them, though, we will claim that the best explanation is a non-classical one --one along the lines of the ecological approach to perception: the approach that looks for the higher order informational invariants, found in the sensorimotor loop, that cognitive systems exploit to guide their behavior. The fruitfulness of this approach will be exemplified by briefly considering two phenomena: sensory substitution and direct learning. 


We can sum up our argument by confronting the basic structure of Fodor and Pylyshyn's argument for a language of thought (LOT). The argument was: 1) Cognition is systematic; 2) The best (only) explanation of systematicity is compositional structure; Therefore, 3) the best (only) explanation of cognition requires compositional structure. We reject premise 1, and modify premise 2: to the extent that regularities are found in cognition, its best explanation requires taking into account the dynamics of the interaction, and the context-dependencies which constrain the way the elements may interact. Therefore, the conclusion has to be modified too; the best explanation is one that captures, and accounts for, this kind of informational patterns captured in the interaction dynamics. It is true that we still lack a common unifying framework for all the post-cognitivist approaches that may sympathize with this idea, but it has to be conceded at least that a promising way to avoid the roadblocks that have turned the classical approach into a stagnant research program is now available.

2. Cognition is not systematic in general, it is language-dependent
In previous work (Gomila, 2011; Gomila, 2012; Gomila, Lobo & Travieso, 2012), we have developed a variation of the response strategy to Fodor and Pylyshyn's challenge initially offered by Dennett (1991, 1993) and later by Clark (1997): that cognition is not systematic in general; cognition exhibits systematicity when it is intrinsically connected to language. Thus, the LOT approach gets the wrong dependencies. It views the systematicity of language as derived from the systematicity of thought, when it is the other way around: thinking is systematic when, and because, it is linguistically structured. 


We argued for this view by means of two main arguments. On the one hand, we have shown that systematicity is syntax-bound, which suggests that it is language-dependent. Thus, for instance, the typical illustrations of systematicity involve sentences like “John loves Mary” and “Mary loves John”, while it is not realized that possible combinations like “loves John Mary” should also be possible if systematicity were not syntax-bound. Conversely, “John loves Mary” is not constitutively connected to “Mary is loved by John”: the latter takes two more years to develop, despite the fact that the concepts involved are the same. This sort of examples call into question the basic notion of systematicity: that if a mind can think X and can think Y, then it can think any combination of X and Y. They suggest that what can be thought is syntax-bound, because syntax is required for the articulation of thoughts (Hinzen, 2012). On the other hand, we have argued that non-verbal cognitive creatures do not exhibit the kind of systematicity at stake, because while they are good in perception, they are not so good at imagination and inference (Tomasello & Call, 1997). The literature on human conceptual development, in addition, suggests that non-verbal creatures are capable of conceptual abilities much earlier than thought by Piaget, but they do not combine systematically these elements in their behavioral interactions, even if some of them may prove productive, until much later (Spelke, 2003; Carruthers, 2005): when they have acquired their lexical labels (Lupyan, 2008) and the ability to combine them, according to their syntactical categories, within sentential structures, such as the case of the critical role of the acquisition of the sentential complement to make false belief understanding possible (de Villiers & de Villiers, 2009). Similarly, comparative psychology also supports this re-structuring effect of language: studies of ape cognition indicate that non-human primates are good at perception, but not so good at cognitive processes, such as reasoning (Premack, 2004). It is just the symbol-trained individuals that show some degree of systematic understanding. Non-verbal minds, in general, exhibit highly specialized and encapsulated cognitive abilities, which resemble the kind of list-like way of learning a language which is the opposite way of our systematic way to learn it.


In contrast to Johnson (2004) and Chemero (2009), though, we acknowledge that systematic connections play an important role in the case of language, and language-dependent thinking, precisely because of the structuring role of the syntax: the knowledge of a language is not made up of a list of elements, or a set of independent components, but of intrinsically interconnected ones. This organization is the key to the openness of such knowledge, which is manifested in our ability to understand or say not previously heard preferences, and for linguistically-coded concepts, to think and understand new thoughts. In summary, some cognitive processes, those that are propositionally articulated, do exhibit systematicity, but just because they rely on the systematicity of language. 

3. Systematicity in perception: is amodal completion enough?
In order to resist our argument, then, evidence of systematic processes having nothing to do with language is required. In addition, it is required in a way that it is not piecemeal and argued case by case, if the risk of inviting the response that the alleged examples lack generality is to be avoided. For these reasons, the question of whether perception exhibits the kind of systematicity in question becomes pressing, as a last resort place to look for systematicity. Not surprisingly, in The Language of Thought, Fodor claimed that evidence of systematicity came from three areas: language, decision-making, and perception, on the grounds of the classical theories developed at that time in those different areas -again, the explanandum as closely related to the explanans. Given the connection of conscious decision-making to a linguistically-structured process, and its limited role within animal cognition in general, and current evidence that non-verbal cognition does not exhibit the sort of systematicity of verbal cognition, perception becomes the critical place to look for systematicity.


However, to demonstrate that perception exhibits systematicity is not an easy task, because the very plausibility of the description of a set of abilities as systematically related depends, to an important degree, on the sort of explanation that can in fact unify those abilities. Or to put it differently, the very individuation of the abilities claimed to be systematically connected can't be question-begging, or ad hoc, but has to be principled, which means, grounded in the best account available. Thus, to illustrate this point, it could be claimed that there is a systematic relation between the ability to use a red pen and the ability to use a black pen -that if you can do one thing, you can also do the other one-. But, regardless of whether the claim is true, such a proposal invites the reply that these are not basic abilities, and therefore, that they do not constitute a proper explanadum that calls for a principled account in the first place. Using a red pen and a black pen are better seen, not as two systematically related abilities, but rather exemplifications of a single one. 


This kind of consideration undermines, in our view, such “easy” ways to contend that perception is systematic, as McLaughlin's (1993); he lists several such "connections", some connected with beliefs, some with perception; the latter are these:

(3) the capacity to see a visual stimulus as a square above a triangle and the capacity to see a visual stimulus as a triangle above a square, and

(4) the capacity to prefer a green triangular object to a red square object and the capacity to prefer a red triangular object to a green square object. (McLaughlin, 1993, p. 219).

Similarly, Cummins (1996) claimed:

Consider, for example, the perception of objects in space: 

(SP) Anyone who can see (imagine) a scene involving objects l and 2 can see (imagine) a scene in which their locations are switched. 

Again, any system employing a complete scheme will satisfy (SP), but it is surely the case that spatial representation underlies a number of substantive systematicities as well (Cummins, 1996, p.604). 

The problem with this way to identify systematic dependencies is that it does not guarantee that it captures different -intrinsically connected- perceptual capacities or abilities. It rather seems a way to parcel out a capacity -the perception of objects in space- in terms of the multiple ways in which it can be exemplified. This is made clearer when the distinction between the transparent and the opaque reading of the verb “see” is taken into account. On the transparent reading, “an agent sees a scene involving objects 1 and 2” means that it gets visual information from the scene, without any commitment to the content of its visual experience. On the opaque reading, the description aims at how the scene is grasped by the subject. This makes clear that it is not two different visual capacities that are involved in these examples (capacities claimed to be intrinsically interdependent), but just one: an ability of visual perception that is exercised in different occasions, as the transparent reading makes it clear. It is at the level of the contents of the visual experiences –the opaque reading- that the dependencies are found, but this has to do with the concepts available to the subject, i.e., with thinking, not with perception. It follows that what does the work of supporting a systematic connection in McLaughlin's examples is not the visual process itself (in fact, just one capacity, not several), but the conceptual contents. Were McLaughlin and Cummins to concede the point, then they would be conceding that their argument is for the systematicy of cognition, not perception.


A different, more stringent, approach is put forward by Aizawa (this volume). His strategy is to focus on a perceptual process, the phenomenon of amodal completion, as a more principled way to individuate capacities, supported by scientific research, and to allege their systematic connections. Amodal completion occurs when the subject perceives a complete object despite its being partially occluded in the visual field of the observer. Thus, a famous example of amodal completion is that we see the dog behind the fence, not just stripes of it. In addition, amodal completion also applies to object perception, since each object partially occludes itself.  We perceive the whole object, thus completing that part which in fact does not stimulate our retinas (we see our car, not just the surface that is facing us). This is a well-studied phenomenon, uncovered by such eminent names of the history of psychology as Michotte and Kanisza, that constitute a case of filling-in (for a review of current views, cf. Shipley, 2001).   


The way Aizawa chooses to deploy this phenomenon, though, is not from its scientific characterization, but in a way parallel to that of McLaughlin and Cummins: Aizawa finds evidence of systematicity in the propositional contents that characterize the perceptive experience. Taking as an example a “Pac-Man” shaped figure, which is perceived as a black square occluding a gray circle (see, Aizawa, this book, figure 1, p. ?), he states that it proves the existence of four systematically interrelated capacities:

Consider the following four-fold combination of capacities:

i. The capacity to see a black square occluding a gray circle

ii. The capacity to see a gray square occluding a black circle

iii. The capacity to see a black circle occluding a gray square

iv. The capacity to see a gray circle occluding a black square (Aizawa, 2012, p. ?)

From this, he concludes:

Amodal completion is, then, systematic, because there is a grammar to mental representations that enables the formation of a collection of mental representations, such as,

BLACK SQUARE OCCLUDING GRAY CIRCLE

GRAY SQUARE OCCLUDING BLACK CIRCLE

BLACK CIRCLE OCCLUDING GRAY SQUARE


GRAY CIRCLE OCCLUDING BLACK SQUARE. (Aizawa, 2012, p. ?)

In this way, despite the interest of considering the phenomenon of amodal completion from a scientific point of view, to find out whether it can be best account for in terms of a set of primitive components, systematically combined, as one would expect from a defense of classicist systematicity, Aizawa chooses in fact to follow the same strategy as McLaughlin: it is the propositional contents of the visual experiences that might exhibit systematicity in the desired sense, not the perceptual capacity itself, which again, seems to be one and the same. To appreciate this, observe what happens when the occluded shape is not that of a well-known geometrical figure, but, for example, that of a heart (see Figure 1)

--INSERT FIGURE 1 ABOUT HERE

In this case, it is not true that seeing a black heart occluding a grey square, say, is systematically connected to seeing the square occluding the heart, because no heart is completed in this case: amodal completion is not systematic in the required sense. Notice that, while the perceptual experience does not support the contention that the set of claimed interdependent capacities are systematic at the perceptual level, it is still possible to formulate them at the propositional level, which means again that these systematic patterns are in fact to be found at the conceptual level, connected to language understanding:


Black square occluding a grey heart


Grey square occluding a black heart


Black heart occluding a grey square


Grey heart occluding a black square

The fact that amodal completion does not work in this case clearly indicates that the perceptual process does not proceed by the systematic combination of perceptual primitives (corresponding to the basic conceptual units of the language of thought), plus some inferential process that transforms the corresponding mental formulae in that language, which is what Aizawa should demonstrate, in order to sustain his claim that perception is systematic in the proper way, but by some kind of global organization, of a Gestalt effect. Shortly, the perceptual process of amodal completion depends on the possibility of establishing an edge (in particular, a closed edge delimiting an object), and in the case of a partial occlusion by another object (another closed edge), the visual system interpolates the edge so to close it, and make the partially occluded object perceptible as such. This mechanism has, of course, limitations, such as the incapacity to interpolate acute angles --because of what the Gestaltist called the good continuation law. Therefore, the heart is not completed, as there is no “good continuation” to join the two edges that touch the square. In conclusion, amodal completion is not a case of a systematic process, thought to depend upon a set of primitive elements that get combined, but the emerging result of the interaction and context dependency of forms, curvatures, point of view, and dynamic information. Of course, a “classical” account of amodal completion can still be defended, but it cannot be considered the best available because it lacks the resources to explain these, and other, interactive effects.


Thus, for instance, the interpolation process is dependent on the strength of the edge detected, that is, sensitive to the contrast of background and figure –something unexpected from a classical account. When background and figure are the same color, or lightness (grey), the object is no more perceivable and the completion process does not work, as there is no partial occlusion of the edge. However, even subtle differences in contrast between object and background modulate the salience of the completion process. In figure 2 we have selected a few examples of the many variations that can take place, to demonstrate the sensitivity of the process to these contextual factors. The point is that it is not true in general that if one is able to see X occluding Y, then one is also able to say Y occluding X, for any X and Y –as required by the notion of systematicity.

- INSERT FIGURE 2 HERE –

This is not specific of hearts or amodal completion per se. Much the same happens in the complementary phenomenon of subjective or illusory contours, such as the famous Kanizsa triangle (see figure 3), which also illustrates amodal completion for the “pac-men” at the angles:

--INSERT FIGURE 3 HERE

It is not that our visual system works with basic representations of circles and triangles, which make their way into the visual content of the experience despite the partiality of the visual information available (as required by the notion of systematicity in perception at stake), but that some organizational pattern emerges out a specific, and context-dependent, specification of values. Again, the illusion disappears if just one of the three angular “pac-men” is visible. Or consider figure 4:

--INSERT FIGURE 4 HERE

We do not perceive a triangle occluded by a cross, but a triangle appears if the cross is covered. Again, this demonstrates that seeing a figure is not the outcome of a set abilities of seeing its elementary parts, compositionally integrated through an inferential process. As a consequence, seeing a certain relationship between A and B, does not guarantee that A and B hold as algebraic variables for any such elementary part, nor it guarantees that the converse relationship between B and A can also be seen -as required by systematicity. The conceptual articulation of the visual content of the experience, on the other hand, which obviously allows the expression of all such combinatorial possibilities, has to do with linguistic abilities, as argued in the previous section. 

4. From systematicity to regularities in spatial perception
We have discussed the case of amodal completion, to reject Aizawa's allegation that it demonstrates that perception is systematic in the required sense. At several points we have underlined the fact that Aizawa's way to describe the relevance of the phenomenon of amodal completion to the question of whether perception is systematic fails to address the right kind of requirement: he remains in the end with the “rough and ready” apparent systematic relations among the propositional contents of one's visual experience pointed out by McLaughlin, instead of trying to find the relevant scientific evidence that allows a principled individuation of capacities, or -given the close connection between the description of the explanandum and the explanans- to put forward an explanation of amodal completion that appeals to representational primitives plus inferential rules of transformation of such representations, as the supposedly “best possible” explanation of the phenomenon. For one indirect argument in favor of the systematicity of perception consists in the claim that the best theory of perception is committed to a classical architecture. As a matter of fact, this was Fodor’s strategy, when he appealed to the influential approach of Marr (1982). So, in this section we want to raise the question of whether a compositional-inferential program, such as Marr’s, is the best explanation available in the case of spatial perception.


Marr's program shares the basic notion that spatial perception is a process that starts from sensory inputs and ends in a representation of the spatial configuration. What's new to Marr's approach is the way he articulates that process as an inferential one, as a formal transformation of very specific kinds of representations according to formal rules. Marr focused on how a 3-D representation is built up from the 2-D raw data of the retinal image; in particular, he dealt with the transformation of the egocentric frame of reference of the image from a particular point of view, to an allocentric representation of the object perceived. The allocentric representation of the object has to be located in a spatial representation of the environment, where geometric transformations may be performed and the different objects are integrated in a single representation. This spatial representation is thought to be systematically used to solve spatial behavior in a way that resembles the use of lexical units in language processes. Spatial representations can be rotated, symmetrically transformed, permuted, and the rest of classical transformations of Euclidean geometry.


However, several geometrical, haptic and visual, tasks, such as spatial matching tasks (Cuijpers, Kappers & Koenderink, 2003; Kappers, 1999; Fernandez-Diaz & Travieso, 2011), reveal powerful perceptual distortions in how such spatial integration takes place. In what follows, we will show that the classical strategy to account for such distortions –as anomalous inferences- is flawed, while a superior explanation can be provided within the approach of ecological psychology. 


A relevant task to consider in this respect is the parallelity test (Kappers, 1999), a task where it is checked whether this crucial axiom of Euclidean geometry holds for spatial perception. The task consists in rotating a test rod so as to put it parallel to a reference rod. The result of this test is that we perform strong errors in the grasping of parallelity, both in psychophysical estimations and when performing parallelity estimations in different modalities (see figure 5). In the haptic domain, when performing the task while blindfolded, the deviations from parallelity appear in different planes (i.e. horizontal, frontal and sagittal), and both in bimanual (i.e. one hand touching the reference rod and the other the test rod) and unimanual (i.e. one hand touches the reference rod and then goes to the test rod and rotates it). These distortions happen both for vision and touch (Cuijpers, Kappers & Koenderink, 2003), and probably for hearing, although in this case estimations are made using pointing tasks where participants are asked to point/orient the rods to sound sources (Arthur, Philbeck, Sargent & Dopkins, 2008).

- INSERT FIGURE 5 HERE - 

The way to address these results from a classical, Marr-inspired, approach is to attribute these deviations to an erroneous application of inferences. Such errors, according to this approach, produce deformations of the spatial representation, resulting in a perceptual illusion. These erroneous inferences are thought to be due to the fact that the allocentric representation inherits a bias produced by the initially egocentric frame of reference. More specifically, in a sophisticated version of this explanatory strategy, Cuijpers and cols. (2003) suggests that the resulting spatial representation, the cognitive map where spatial behavior is planned, fits better with another geometry that does not include the parallelity axiom of Euclidean geometry. In particular, spatial representation is thought to be better described through a Riemannian space with a constant negative curvature, so that the deviations are intrinsic to the allocentric representation itself. For this explanation to go through, though, it should hold in all cases.  However, our results show that this is not the case for the haptic system. The strong and systematic deviations in parallelity matching tasks disappear when the task is a mirror one (i.e. when participants are asked to mirror the orientation of the reference rod to a test rod to the mid sagittal axis, that is, the mid body). And when the haptic parallelity task is performed on the back of the subject, the pattern of deviations is inverted (Fernandez-Diaz & Travieso, 2011). 


On the other hand, the assumption that all modalities are integrated in an amodal spatial representation (Nanay, 2011) does not hold either. If the curved space descriptions were consistent (with different curvatures) for visual, acoustic, and haptic modalities, they would interact systematically, that is, crossmodal interaction should be consistent with the spatial map they produce. In fact, this result has been found in visual-haptic crossmodal interaction, where vision improves haptic performance reducing the deviations from parallelity (Newport, Rabb & Jackson, 2002). But contrary to the assumption, it has been showed that, depending on the task, crossmodal information can be used to increase or decrease perceptual errors in parallelity matching tasks (Fernandez-Diaz & Travieso, 2011). Even temporal delays do affect the geometrical matching results (Zuidhoek, Kappers, van der Lubbe & Postma, 2003). What this suggests is that different tasks rely on different spatial information, which is locally specified, rather than globally integrated into a unique spatial map. Similar results have been found in many other sensorimotor tasks, to the point that relevant authors in the field try to explain “Why we don’t mind to be inconsistent” (Smeets & Brenner, 2008).


In conclusion, while the use of a Riemannian space allows a better description of results than that of a Euclidean one, it is not true that the negative curvature is stable or constant, because it may change depending on sensory modality, perceptual task, body configuration, or whether the information available is dynamic or static, or depending on the temporal constraints of the task. Moreover, no evidence justifies holding that this mathematical description reflects a spatial integrated representation that is feed by the different modalities. Geometrical tasks are context and task dependent to the point that different solutions are used to solve the different tasks, sometimes relying on the proprioception of the movements, others on the visual control of the hand or on the dynamic information.


However, it is still evident that our behavior in space is stable and well adapted. While, as we have already argued, the way classical cognitivism tries to account for this stability is inadequate, the multiple regularities that characterize our patterns of sensorimotor interaction with our environment still require an explanation. In our view   such regularities are grasped through our forms of action in the environment, in particular in the patterns of information made available in the sensorimotor loop that sustains such interactions, as the ecological approach in perception holds (Gibson, 1979; Turvey & Carello, 1986). The idea of a sensorimotor loop, to start with, refers to the necessity of a dynamic interaction of the perceiver and the environment in order to generate, and be able to pick up, those regularities --the “invariants” in neogibsonian terms. When the perceiver moves, there are sensory patterns that change lawfully depending on the context. Through those changes, robust high-order regularities are revealed: those regularities that keep constant across the changes. Once the cognitive system grasped them, it can access the relevant environmental properties for the task at hand, without the need for further representational inferences or explicit representations. 


Let us take an example. Dynamic touch is the perceptual ability to estimate different properties of objects, like length, through invariants in the rotational mechanics that are accessible via the proprioceptive system. Typically, this ability is exhibited in estimating properties such as the length of a rod by grasping it from one end (when it can be wielded but not seen). Estimating the length of an object that is only grasped at a certain position has to rely on the resistance of the object to rotation at the point of wielding. This resistance is described in rotational mechanics by the inertia tensor. The inertia tensor is a numerical quantity (a 3x3 matrix for 3D movements) for the object’s resistance to rotation, which is related to its point of rotation and its mass distribution. It is the equivalent to mass in the expression F = m ∙ a, but in the rotational form:
I =  (s) (s)2 dV , 




(1)

Being “ρ(s)” the mass-density function and “δ(s)” the distance or radius to the rotation axis.



If mass can be estimated by applying a force and perceiving the resulting acceleration in an object, the inertia tensor can be estimated by applying a torque and perceiving the resulting angular acceleration. Different torques will produce different angular acceleration values, whereas the inertia tensor will be constant over those transformations. But the most important point of this example is that in order for anybody to access those invariants it is necessary to wield the object: to generate a sensorimotor loop. This way, the sensory changes contingent upon the perceiver’s movements give access to those invariants across time. At the same time, the invariants guarantee that the objects’ “responses” to the perceiver actions are regular (i.e. the mass-density function and the length of the radius do not change unless the object is grasped at another point or immersed in another medium). For example, the stronger the force applied in the torque during the wielding movement, the more angular acceleration the object reaches, according to the lawful relations that the inertia tensor specifies. As a matter of fact, it has been demonstrated that our estimations of length, weight and other properties of bodies is adjusted to the predictions of the inertia tensor (Turvey, 1996), and that different features of the wielding affect what is perceived, like force applied (Debats, van de Langenberg, Kingma, Smeets & Beek, 2010), amplitude and speed of the wielding (Lobo & Travieso, 2012), or the orientation of those movements (Armazarski, Isenhower, Kay, Turvey & Michaels, 2010; Michaels & Isenhower, 2011a, 2011b).


These findings, and many others along the same lines, suggest a superior way to account for the regularities in our perceptual experience, not derived from some reservoir of conceptual primitives that get recombined through inferential processes. Quite the opposite, the regularities appear at the interaction of the physical object with the actions of the perceiver on it. These invariants are the high-order informational patterns in the sensorimotor loop, which are thus grasped by the perceiver. Ecological psychology (Gibson, 1979; Turvey & Carello, 1986) is the programme that tries to uncover such invariants, which humans tune to by getting actively involved with the world. It amounts to a radical departure of the traditional view of perception as the recovery of the distal stimulus out of an impoverished proximal stimulus that reaches the retina. From this standpoint, the sensory information available in perception is not the amount of light at a certain location of the retina, but movement and intensity gradients, stable relative proportions, or changes in these gradients. The fact that, through interaction, we become sensitive to these higher-order parameters runs against the traditional view that they are calculated, or derived, from lower-level ones (Michaels & Carello, 1981). In the next section, we will provide some further illustration of this approach to perception, by considering how it can be applied in two areas: sensory substitution and direct learning. In so doing, we expect to make even clearer why the ecological approach is superior to a classical one.

5. Sensory substitution
When the field of sensory substitution was developed in the late 60’s and early 70’s, the implicit idea that drove the project, in congruence with classical cognitivism, was to produce an alternative input to the visual system through the haptic system. Thus, the first devices developed (i.e. The Optacon and TVSS), were designed to get spatial information (letters in the case of the Optacon and images in the case of the TVSS) from cameras whose light detection was transformed in vibration delivered to the body in a “tactile retina”. Participants thus thought to receive an alternative sensory stimulation, upon which they could apply the systematic inferences of perceptual processing. In other words, it can be said that sensory substitution was originally conceived as just the substitution of the sensory input, leaving the rest of the perceptual process intact. Some comments by Bach-y-Rita (1972), probably the most influential pioneer in sensory substitution, are revealing in this respect: “You see with your brain, not with your eyes”, “The nerve impulses coming from the eye are no different than those from the big toe”, or “Just give the brain the information and it will figure it out.” (all from Bach-y-Rita, 1972).


These first devices were designed then with an atomistic conception of the stimulus: the amount of light at each position, so that the device had to transduce that magnitude into a certain amount of vibration. All other visual properties were supposed to arise from inferential processes. Therefore, research on these devices was focused on detection thresholds for intensity and frequency of vibration, the minimum distance between vibrators and other variables in the skin psychophysics (see Jones & Sarter, 2008 and Gallace, Tan & Spence, 2007, for a review).


However, many users were not able to experience the externality of perception, that is, to interpret the sensory signals produced by the device as of external objects. A cursory comment by Bach-y-Rita (1972) indicates that he came close to realize the cause: he noticed that, with a portable version of the TVSS, blind participants had difficulties in establishing the contingencies between the camera movements and the vibration pattern. In addition, the generalization in the use of these devices still is an unresolved question and this is probably related to the fact that most of these devices give symbolic information to the user, like a signal meaning that someone is calling, or discrete signals like “beeps” informing on the direction to move.


These problems, in our opinion, can be overcome by adopting the ecological psychology approach (Travieso & Jacobs, 2009). From this perspective, to be successful, the design of a haptic-to-vision sensory substitution device has to offer the possibility of establishing sensorimotor contingencies so that high-order informational patterns become available to the perceiver. Thus, we have built up a simple haptic-to-visual sensory substitution prototype. The guiding idea is that some of the higher-order invariants that can be extracted through sensorimotor interaction in the visual modality, can also be found through sensorimotor interaction in the haptic modality. In other words, that the sensory substitution device can work for these intermodal magnitudes. In one of its possible configurations, the device has 24 stimulators located vertically on the chest of the user; and they vibrate as a function of the distance to the first obstacle (see figure 6 for a schema of the apparatus). The user is free to move wearing the apparatus and we test the detection of obstacles and objects by means of psychophysical methods. 

- INSERT FIGURE 6 HERE -

Our experimental results show that participants with the sensory substitution device are able to learn the use of the device and improve their behavior with it (Lobo, Barrientos, Jacobs & Travieso, 2012). They manage to do so when they can use dynamic vibratory information contingent upon their own movements; in this way, they can detect movement gradients and the presence of step-on surfaces and their size (Díaz, Barrientos, Jacobs & Travieso, 2011, and in press). For example, our results show that using contingent and continuous informational patterns, participants are able to make better detections of steps than with static and discrete information, where they are limited to vibration differences between adjacent vibrators. Their discrimination was better than the prediction of the psychophysical literature, that establish in 3 or 4 cm the minimum distance to distinguish between vibrators, and 5 to 7 distinguishable levels of vibrations at the chest (Verrillo, 1973; Van Erp, 2007). We also found that the use of dynamic vibratory information allows a better detection of steps when it is contingent to the user’s movement, even when compared to the very same pattern of information given to another perceiver non-contingent to his movements (Díaz et al., 2011, and in press), a test that was not possible in previous devices.


Again, the use of our sensory substitution prototype show that spatial perception is improved when dynamic patterns of information are available and that these dynamic patterns should be contingent to the perceiver’s movements, reaffirming the interaction-dominant character of sensorimotor processes. In this respect, the ecological approach to sensory substitution can overcome one of the main handicaps of former devices, where the necessity of understanding sensorimotor contingencies revealed problematic. On the contrary, establishing those contingencies is now the base of the new functioning. 


However, it could be conceded that the ecological approach works well for sensorimotor processes, while disputing that it can contribute to our understanding of  higher cognition. This is a very big question, of course, but at the moment it can be said that at least learning is within the reach of our approach. Participants in our experiments with the sensory substitution device are able to learn the use of the device and improve their behavior with it (Lobo, Barrientos, Jacobs & Travieso, 2012). In the next section, we present how we have began to study learning within our approach.

6. Direct learning
Work with the sensory-substitution device made clear that participants learn to use it: they need time to discover the relevant invariants in the sensory input across their own movements. This idea has been generalized beyond the area of sensory-substitution, and we have begun to study this process of learning, of discovering and using the relevant magnitude for a particular task. By analogy with the “direct perception” notion of ecological psychology, it has been called “direct learning” (Jacobs & Michaels, 2007; Jacobs, Ibáñez-Gijón, Díaz & Travieso, 2011; Michaels, Arzamarski, Isenhower & Jacobs, 2008). The main hypothesis guiding this theory is that, while a crucial aspect of understanding perception is knowing the information on which it is based, as the ecological theory states, in order to develop a theory of learning we should also know the information on which it is based and how the subject manages to discover it. We have already seen that the perception-action loop can be described as an interrelated process. Perception is the process of accessing informational variables that appear during the interaction with the environment, and action is the behavior guided by the information variables given by perception. Thus, a learning process is a change in behavior in order to improve adaptation.


The theory of direct learning has initially focused on two types of perceptual learning: calibration and education of attention. Calibration is the process of changing the adjustment of a kind of action to an informational variable. That is, if an informational variable is used to guide a certain behavior, as for example, the trajectory of a moving object in interception, we can become more accurate and efficient in following that trajectory as a way to improve our interception abilities. Formally expressed, 
a= f(I)






(2)

This means that the action is a function of the perceptual information, and calibration is conceived as the modulation of f, to improve the adjustment of the action to the informational variable. A classical example of calibration is that of wearing prismatic goggles, by which the visual field is displaced several degrees. Whereas these goggles initially produce errors in aiming, pointing, etc., subjects can quickly adapt through a process of calibration, that allow them to “compensate” for the deviations in the visual field.


The second type of learning is the education of attention. Far from the classical definition of attention as a centrally guided cognitive process, here attention is operationally defined as a change in the variable used to guide the action system. That is, the education of attention is a change in the informational basis of action. In reference to equation 2, the education of attention is a change of the variable I. Methodologically, this line of research consists in selecting, given a certain perception-action situation, an informational space of candidate variables to guide the action in that situation. These candidates can be a position in a fixed image in an experimental task, or dynamic information from an image produced by a moving subject, or those rotational variables in the abovementioned example of dynamic touch. This set of variables constitutes an informational space (Jacobs & Michaels, 2007; Jacobs & Travieso, 2010). An informational space is a continuous space in which each point represents an informational variable, and the trajectories represent the change produced by learning. The study of the learning process consists, therefore, in the study of changes in the use of the variables in the informational space. The method to estimate variables used by the subject is regression or correlation between the informational variables and the action variables (or psychophysical estimations) during the different phases of the study. Representing the different variables used by the subject in the different experimental sessions, the evolution of the perception-action loop can be observed (Jacobs and cols., 2011). This evolution is due to the utility of the variables, which is assessed through the feedback received: if the action is not successful when based on an informational variable (if the tennis player misses the shot when he fixates on the net), next time a different informational variable may be selected. A measure of the precision of actions is required, in order to compare and change to the informational variable that best guides action.


This approach has proved useful for describing perceptual learning processes like emergency breaking (Fajen & Devaney, 2006), haptic estimations (Michaels, Arzamarski, Isenhower & Jacobs, 2008), landing in flight simulators (Huet, Jacobs, Camachon, Goulon & Montagne, 2009; Huet, Jacobs, Camachon, Missenard, Gray & Montagne, 2011), and dynamic tasks like catching balls (Morice, François, Jacobs & Montagne, 2010). It has also been proposed for the design of training regimes in sport (Ibáñez-Gijón, Travieso & Jacobs, 2010)

7. Conclusion
In this chapter we have argued that perception is not systematic, in the way required for a formal combinatorial explanation to claim some superiority. The regularities that do exist in spatial perception, which are not properly systematic, are better explained as the result of the interaction with a rich and regular environment, along the lines of ecological psychology, and its search for higher-order informational patterns in the sensory-motor loop. From this point of view, the patterns need not be explicitly represented for the cognitive system to be sensitive to them, nor it is required that the cognitive system builds an integrated explicit representation of all the sensorimotor information that can influence the behavior of the system. 


Is this approach another form of eliminating cognition from the picture, or to confuse it with behavior, as suggested by Aizawa? We don't think so. It is rather committed to a different understanding of cognition, as a dynamical, interactive, process, instead of the logicism of the classical cognitivist view, or the simple associationism of the connectionist view. It is true that the different alternative approaches to cognitivism are not in complete agreement about how to conceive of cognition, and therefore, have not converged on a unique new paradigm. But classical cognitivists should make the effort to recognize the meager progress achieved, and the insurmountable problems faced, by their approach. 
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Figure 1. Amodal completion fails for a heart figure, due to the Gestalt’s law of good continuation that constrains the interpolation process.


[image: image1]
Figure 2. Amodal completion of a square and a circle with grey (25%) and black (100%) under 4 different grey backgrounds (a= 5%, b= 20%, c= 80%, d= 95%). Changing the contrast between figure and background the salience of the completed object changes accordingly. It is part of the explanation of the phenomenon that the interpolation of the edge depends upon the strength of the contrast of the edge.
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Figure 3. Kanisza triangle
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Figure 4. a) The disappearing triangle. b) The cross blocks the completion of the triangle, as in the first figure.
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Figure 5. Deviations in the haptic parallelity test (adaptation from Fernandez-Diaz & Travieso, 2011). In this example, subjects are asked to put the test bar parallel to the reference bar (figure 5a). Figure 5b shows mean results on an acoustic pointing task. Finally, figure 5c shows differences in a parallelity crossmodal haptic-acoustic task where the interactions vary depending whether the sound source is aligned with the reference or the test rods.
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Figure 6. Illustration of the sensory substitution device (taken from Díaz, Barrientos, Jacobs & Travieso, 2011). The upper row shows the alignment of the virtual sensors detecting the distance of the first obstacle encountered. The lower row shows the corresponding pattern of stimulation. As it can be seen, different patterns appear while leaning back and forth, or when encountering obstacles. 
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